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On October 13, 2025, California enacted a series of artificial intel-
ligence (Al) regulation bills, including Senate Bill 243 (SB 243), which
is the first law in the nation to regulate Al “companion chatbots."!
Many users, including minors, have used such chatbots to help with
their mental health, but it has been alleged in ongoing litigation that
some systems may have contributed to cases of teen suicide.? Al-
though the new law formally only governs in California—given that
many of the Al operators are based there, the size of the state's user
base, and prior experience with laws like the California Privacy
Act—we believe it is likely to set the standard for Al chatbot regula-
tion across the country and potentially the world. In this View-
point, we describe the California law, its positive contributions to
making these companion chatbots safer for minor and adult users,
but also the law’s limits. We recommend further steps California or
other states can adopt toimprove protections for mental health and
chatbot safety, especially for minors.

SB 243 governs companion chatbots, which it definesasany “ar-
tificial intelligence system with a natural language interface that pro-
vides adaptive, human-like responses to user inputs and is capable
of meeting a user's social needs, including by exhibiting anthropo-
morphicfeatures and being able to sustain a relationship across mul-
tiple interactions.”' The statute explicitly excludes, among other
things, chatbots used for customer service, research, some virtual
assistants, and video games that “cannot discuss topics related to
mental health, self-harm, sexually explicit conduct, or maintain a
dialogue™ unrelated to the game.

SB 243 main requirements are, first, that if a “reasonable per-
son"” interacting with the chatbot would be “misled to believe that
the person is interacting with a human” then the company must is-
sue a “clear and conspicuous notification indicating that the com-
panion chatbot is artificially generated and not human."' Second, the
chatbot operator must publish on its website details about its “pro-
tocol for preventing the production of suicidal ideation, suicide, or
self-harm content to the user, including, but not limited to, by pro-
viding a notification to the user that refers the user to crisis service
providers, including a suicide hotline or crisis text line, if the user ex-
presses suicidal ideation, suicide, or self-harm." Third, for "a user that
the operator knows is a minor,” the operator must disclose that the
minor is interacting with an Al chatbot, provide a clear and conspicu-
ous notice reminding the user that the chatbot is Al and not human
after every 3 hours of interaction and put in “reasonable measures”
to prevent the chatbot from producing sexually explicit material or
telling the user to engage in sexually explicit conduct.! Fourth, start-
ingin 2027 it requires operators to produce an annual report on the
protocol, the number of notifications regarding suicidal ideation, and
other data. Last, it permits civil lawsuits for the violation of the act,

including for damages of at least $1000 per violation or greater pen-
alties if the actual damages are higher.

SB 243 would not seem to reach most uses of chatbots by pe-
diatricians and health care professionals in the course of delivering
treatment because its definition excludes a chatbot “that is used only
for customer service" or “a business' operational purposes.” Cali-
fornia should be applauded for (and other states should emulate)
SB 243's requirements to inform users that a companion chatbot is
Al to issue periodic reminders of that fact, to recommend that mi-
nors take breaks after a set period of use, and to develop protocols
for responding to signs of suicidal ideation and sharing of informa-
tion about suicide hotlines and related resources. At the same time,
we believe each of these elements could be improved in future leg-
islation. It is not clear why the right to know one is dealing with an
Al should be limited to companion chatbots instead of all chatbots.
The law’s notification requirement only attaches when the opera-
tor "knows" the user is a minor, but the law does not provide infor-
mation about how to assess what knowledge the operator must
have. Operators can design systems precisely not to be able to de-
tect that information, such as ignoring whether the user discloses
their age during the chat. A recent audit of 15 companion chatbots
found that only 5% even specify a minimum age for use of their
services.?

Operators should be required to assume a user is a minor un-
less they can demonstrate otherwise. The form of the required no-
tification in SB 243 is unspecified and, without knowing more, we
do not know whether operators will design the most effective forms
of notice that might also discourage use time. The trigger for noti-
fication of “at least every three hours for continuing companion chat-
bot interactions,” leaves ambiguous what it means for an interac-
tion to be “continuing” and might permit more than 18 hours of
interaction per day if punctuated by short breaks. A more defen-
sible standard would track cumulative daily use, ideally paired with
a requirement to monitor the emotional tone of interactions, be-
cause risk stems not only from duration but from content.

Requiring a protocol to be in place for preventing and detect-
ing suicidal ideation is a meaningful start, but the statute stops short
of defining what such a protocol must entail—or even requiring that
it be effective or reviewed by suicide prevention experts. SB 243 has
favored a procedural step over substantive requirements, and there
may be alot of heterogeneity in terms of what operators adopt. This
procedural approach contrasts sharply with the more protective
model envisioned in California's AB 1064, vetoed by its governor,
which would have barred companies from offering chatbots that are
foreseeably capable of encouraging self-harm, suicide, violence, sub-
stance use, or disordered eating or of providing unsupervised men-
tal health therapy or erotic interactions with minors.® The governor
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stated he vetoed AB 1064 because, even though he supported the
"goal of establishing necessary safeguards for the safe use of Al by
minors,” he thought the billimposed “such broad restrictions on the
use of conversational Al tools that it may unintentionally lead to a
total ban on the use of these products by minors."* Still, AB 1064's
focus onastandard for preventing foreseeable harms, not just docu-
menting them, is something future legislation should return to.

SB243's requirement of periodic reminders that users are speak-
ing with an Alis unlikely to counteract the emotional realism of sys-
tems deliberately designed to appear human. Children can be told
“this is not a human" and yet when their perceived experience tells
them the exact opposite, it is hard for them to avoid ascribing the
chatbot intentions, emotions, motivations and other characteris-
tics that can engender trust and emotional attachment, whichin turn
can make them more vulnerable to abuse or changes that perturb
this attachment.® Furthermore, even adults who say goodbye to a
disclosed chatbot before intending to log off are more likely to stay
engaged on the app if the chatbot uses emotional manipulation tac-
tics such as fear of missing out or emotional neglect.

Rather than just a notice requirement, we would urge Califor-
nia (and other states) to build out legislative requirements to test
for risks of emotional dependence and require operators to justify

design aspects, including humanlike features, which lead to emo-
tional manipulation or dependence for any chatbots that could in-
teract with minors. A related area for further legislation is the line
between virtual “friend” and “therapist.” The vetoed AB 1064 would
have restricted the chatbot offering “mental health therapy to the
child,” whereas the current law has eschewed policing that line. When
it comes to human beings, states are serious about policing the un-
authorized practice of medicine and require strict licensure rules to
provide therapy.® Itis unclear why an Al chatbot, whose responses
are harder to predict and whose training data and architecture are
opaque, should be exempt from comparable oversight—including
mandatory reporting of suicidal ideation to a minor's parents—
merely because it is virtual.

California's law is a genuine milestone. But if the aim is truly to
reduce suicide risk and protect mental health, this should be seen
as afoundation, not afinish line. The next challenge is ensuring that
disclosure, safety protocols, and emotional safeguards are de-
signed with evidence—not optics or box checking—in mind. Indus-
try lobbying will no doubt dilute stricter standards, but policymak-
ers should not mistake minimal compliance for meaningful
protection—especially when the systems in question may be a child's
most responsive voice in moments of distress.
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Thank you so much. In the past I have actually not provided the names of the clients that have hired me in these matters since there are several (here for examples DOJ, Simmons Conley, several reproductive technology cases), in some instances the names of the clients are never revealed because a case is settled, and in others the names of the clients are under seal (i.e., they are John Does).
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