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Chatbots are now able to engage in sophisticated conversations with consumers in
the domain of relationships, providing a potential coping solution to widescale soci-
etal loneliness. Behavioral research provides little insight into whether these applica-
tions (apps) are effective at alleviating loneliness. We address this question by
focusing on “artificial intelligence (Al) companions”: apps designed to provide con-
sumers with synthetic interaction partners. Study 1 examines user reviews of Al
companion apps and finds correlational evidence suggesting that these apps help
alleviate loneliness. Study 2 finds that Al companions successfully alleviate loneli-
ness on par only with interacting with another person and more than other activities
such as watching YouTube videos. Moreover, consumers underestimate the degree
to which Al companions improve their loneliness. Study 3 uses a longitudinal design
and finds that an Al companion consistently provides momentary reductions in lone-
liness after use over the course of a week. Study 4 provides evidence that both the
chatbots’ performance and, especially, whether it makes users feel heard, explain
reductions in loneliness. Study 5 provides an additional robustness check for the
loneliness-alleviating benefits of Al companions and shows that self-disclosure and
distraction alone do not explain Al companions’ effectiveness.
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are now commercially available. These apps utilize Al to
engage in interactions of a personal nature, providing emo-
tional support and companionship. Al companions are syn-
thetic interaction partners that build and maintain personal
relationship bonds with users (Darcy et al. 2021)
by offering empathy and emotional support (Provoost et al.
2017). Unlike most Al apps that help with short-term tasks
in an objective/neutral manner (e.g., customer service
agents or educational tutors), Al companions are designed
to build and maintain long-term emotional relationships in
a taskless, empathic, and caring manner.

Modern Al companion systems are powered by recent
advancements in large language models (LLMs), such as
OpenAl’s generative pretrained transformer (GPT).
Although most consumers today are used to task-based Al
assistants powered by such models (e.g., ChatGPT), it is
important to note that these Al assistants are fine-tuned
variants of an underlying foundational model (in this case,
GPT). Just as a foundational model can be fine-tuned for
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task-based assistance, it can be fine-tuned to act like a com-
panion, generating language that simulates empathy and
emotional understanding.

Generative Al is forecasted to grow into an impressive
$1.3 trillion market by 2032 (Bloomberg 2023), suggesting
a concomitant rise in Al companion platforms. This is
already evident in platforms such as Xiaolce (xiaoice.com,
with 660 million users), Chai (chai-research.com, with
four million active users), and Replika (replika.com, with
2.5 million active users), among others. A user can ask
their AI companion questions, and it will respond in a natu-
ral, believable way. The Al companion can also initiate
conversations itself, such as “How are you feeling?”
Consumers may use these platforms for both friendly and
romantic purposes. For example, around half of Replika
users have a romantic relationship with the Al (De Freitas
and Keller 2022). Here, we consider the value proposition
that AI companions reduce loneliness, inspired by an inter-
view we conducted with the chief executive officer
(CEO) of Replika and her investors, who suggested that
consumers are using the app because they are lonely and
that the app helps reduce loneliness. Inspired by this obser-
vation, we make several contributions. First, and most
important, we explore whether conversations with Al com-
panions help to alleviate feelings of loneliness, contributing
to work on the efficacy of technological solutions like
social robots in helping consumers cope with loneliness
(Shrum, Fumagalli, and Lowrey 2023; Veronese et al.
2021). In doing so, we study consumer loneliness before
versus after interacting with AI companions through textual
conversation, using both cross-sectional and longitudinal
tests. Our approach combines high study realism and tight
experimental control, employing commercially representa-
tive versions of the technology, unlike most studies in the
consumer behavior literature (De Freitas et al. 2024b pro-
vides an exception). We also employ a novel methodologi-
cal approach using fine-tuned LLMs to classify loneliness
in conversation data and app reviews. Second, we contrib-
ute to understanding which features of chatbots lead to alle-
viation of loneliness (Merrill, Kim, and Collins 2022) by
systematically manipulating the conversational perform-
ance of the chatbot and the ability of the chatbot to make
the consumer feel heard—a construct involving the percep-
tion that the communication is received with attention,
empathy, and respect (Roos, Postmes, and Koudenburg
2023). Third, we provide insight into whether consumers
accurately estimate the loneliness-alleviating effect of Al
companions, extending previous findings on forecasting
errors in human-human interactions (Epley and Schroeder
2014; Kardas, Kumar, and Epley 2022).

CONCEPTUAL FRAMEWORK

Previous work in marketing has highlighted the power of
interactive media, including chatbots (Hoffman and Novak
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1996). Studies on chatbots have mostly focused on Al
assistants such as customer service chatbots, investigating
consumers’ responses to chatbot interactions. These studies
highlight the potential of chatbots to both optimize cus-
tomer service operations and positively impact consumer
attitudes and behaviors (Chung et al. 2020), especially
when consumers are unaware of the chatbot’s identity (Luo
et al. 2021), and have shown that more “concrete” language
(Jiménez-Barreto, Rubio, and Molinillo 2023) and
“embodied” chat interfaces (Bergner, Hildebrand, and
Haubl 2023) lead to more favorable consumer—brand rela-
tionships and consumer satisfaction. On the flip side, this
literature finds that using a chatbot can negatively impact
attitudes toward firms due to the belief that the use of chat-
bots prioritizes firm benefits over customer benefits
(Castelo et al. 2023) and that bots may respond inappropri-
ately to unanticipated messages from users (De Freitas
et al. 2024b). Overall, although these studies focus on the
benefits and drawbacks of Al assistants like customer serv-
ice bots, our research extends this literature to consumer
relationships with AI companions. Specifically, we investi-
gate whether consumer interactions with AI companions
alleviate loneliness and the mechanisms behind this effect.
In interactions with machines and AI, consumers are
affected by social or human cues like the use of anthropo-
morphic features (Araujo 2018; Crolic et al. 2022), as well
as avatars and other indicators of physical and verbal
embodiment (Bergner et al. 2023; Holzwarth, Janiszewski,
and Neumann 2006). Depending on the interface, consum-
ers may also apply the same social norms of human—human
interactions to their interactions with computers (Nass and
Moon 2000). In the domain of consumer—brand relation-
ships, consumers can build relationships with brands via
similar processes that they use to build relationships with
other people (Fournier 1998; Muniz and O’Guinn 2001),
and these brand relationships can affect their subjective
experiences and behaviors (Brakus, Schmitt, and
Zarantonello 2009; Esch et al. 2006). We complement
these research streams by considering consumer behavioral
interactions with Al companions, which are literally, rather
than just figuratively, optimized for social relationships.

Can Al Companions Help Cope with Loneliness?

Loneliness is a state of subjective, aversive solitude
characterized by a discrepancy between actual and desired
levels of social connection (Perlman and Peplau 1982).
Loneliness is often not problematic, with almost everyone
experiencing loneliness from time to time (Cacioppo and
Cacioppo 2018). Yet, some people are not successful at
alleviating loneliness, leading to a state of chronic loneli-
ness that is associated with depression, anxiety, and physi-
cal health outcomes at levels worse than obesity (Palgi
et al. 2020). The size of the population suffering from
chronic loneliness is both sizable and increasing, with
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estimates in the United States ranging from 30% to 60%
(Beaver 2021; Holt-Lunstad, Robles, and Sbarra 2017).
The United States, United Kingdom, and Japan have all
identified loneliness as an epidemic.

Meta-analyses on which interventions are effective at
alleviating loneliness find greater reductions in loneliness
after having high-quality, one-on-one interactions with
another person. In contrast, some technological interven-
tions for reducing loneliness (e.g., robot pets) were not
found to significantly reduce loneliness (Masi et al. 2011;
Veronese et al. 2021), although other studies find more
promising results with older adults (Banks, Willoughby,
and Banks 2008; Chen et al. 2020; Gasteiger et al. 2021).
Thus, an open question is what kinds of technological solu-
tions could actually provide effective mechanisms for cop-
ing with loneliness (Shrum et al. 2023).

Because Al companions are not just made to match the
average human conversation but to mimic a social interac-
tion in which the conversation partner is conversationally
competent (e.g., keeps track of context and responds in a
timely manner) and makes the user feel heard, it is possible
that conversations with such a synthetic partner alleviate
feelings of loneliness. After all, talking about one’s prob-
lems to an active listener in psychotherapy is usually effec-
tive in bringing some degree of relief (American
Psychological Association 2012). Al companions also have
other attractive properties as a large-scale solution for help-
ing to combat societal loneliness. Because most Al com-
panions utilize freemium models in which basic
conversations are available for free, they are a more cost-
effective solution than relevant alternatives like gaming or
caring for a pet. Likewise, the need for human involvement
in human intervention programs limits their scalability
compared to Al companions, especially for potential bene-
ficiaries living in remote areas or with limited mobility.

Previous work has begun to indirectly explore the ques-
tion of whether Al companions reduce loneliness, mostly
by interviewing existing app users (Ta et al. 2020).
Another study surveyed student users of Replika and found
that these participants were lonelier than the average stu-
dent and felt a high level of social support from Replika
(Maples et al. 2024). The overwhelming problem with
these initial correlational results is that they do not allow a
rigorous test of the effects of AI companions on loneliness,
for example, because of the likely presence of selection
effects. Furthermore, whereas recent studies have begun
exploring LLMs’ ability to simulate empathy in human—
computer interactions (Schaaff, Reinig, and Schlippe 2023;
Welivita and Pu 2024), none have investigated their poten-
tial to combat loneliness. To our knowledge, the current
work is the first to causally assess whether Al companions
reduce loneliness.

H1: Interacting with Al companions alleviates feelings of
loneliness.

3

A related question that has remained unaddressed is the
extent to which any loneliness-alleviating effect of Al com-
panions is short-lived or can persist over longer time spans
of interaction, such as for a week. One possibility is that
consumers experience diminishing returns in terms of lone-
liness reduction, as they quickly come to view Al compan-
ions as lacking in certain essential aspects (De Freitas et al.
2024a). For instance, prior work studying a less capable
and less socially sensitive chatbot than the ones employed
in the current studies found that participants interacting
with this chatbot found it less enjoyable and more predict-
able over time (Croes and Antheunis 2021). Consumers
also have various negative attitudes toward Al that could
psychologically interfere with how they interact with the
chatbots and the benefits they get from these interactions
over time, such as viewing Als as inscrutable black boxes
that are unemotional, unable to learn, and threatening
because they can behave autonomously (De Freitas et al.
2023). After all, AI companions cannot feel any emotions,
and most widely deployed ones do not have physical
bodies. Alternatively, advanced Al companions with mem-
ory capabilities and other caring behaviors could be more
dynamic and satisfying than people think, facilitating a
relationship that grows over time (Shum, He, and Li 2018;
Tillmann-Healy 2003). We propose that an advanced Al
companion with the ability to simulate humanlike empa-
thetic conversations may continue to provide value.
Specifically, we test whether momentary reductions in
loneliness—that is, occurring immediately after chatbot
use—are consistently observed each day over the course of
a week. We note that this approach does not test whether
the effects of interaction carry over to subsequent days
without renewed interaction but rather whether repeated
usage continues to provide immediate relief.

H2: Interacting with AI companions produces consistent
momentary reductions in loneliness after each use, over mul-
tiple days.

How Could Al Relationships Alleviate
Loneliness?

If Al companions alleviate loneliness, what could be the
mechanisms for this? Here, we focus on the psychological
construct of “feeling heard”—the perception that another
individual truly comprehends your thoughts, feelings, and
preferences and receives them with attention, empathy,
respect, and mutual understanding (Roos et al. 2023). The
experience of feeling heard plays a significant role in
human-human relationships (Gable and Reis 2010; Reis,
Lemay, and Finkenauer 2017). Feeling heard often
involves empathy, in which the listener not only seems to
understand the speaker but also shares the speaker’s emo-
tions, deepening the sense of being genuinely understood
(Myers 2000). Social psychological studies find that feeling
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heard yields several benefits in relationships, including
higher trust between partners and higher well-being (Reis
et al. 2017) and, crucially, decreased feelings of loneliness
following a social rejection disclosure (Itzchakov et al.
2023). Similarly, another study found that a four-week pro-
gram of empathetic telephone calls decreased feelings of
loneliness (Kahlon et al. 2021). In this study, trained callers
made regular phone calls lasting around 10minutes to
participants.

Building on the idea that consumers might employ the
same social norms with computers as they do in human—
human interactions (Nass and Moon 2000), work in
human—computer interaction has also studied the effects of
empathetic Al on consumers in social settings. Relative to
chatbots that do not express empathy, chatbots that express
empathy lead to more favorable ratings of companionship
(i.e., the activities done together are perceived as more
enjoyable or exciting; Boucher et al. 2021; Leite et al.
2013) and better mood after experiencing social exclusion
(De Gennaro, Krumhuber, and Lucas 2020). Previous mar-
keting research also underscores the value of empathetic
Al interactions, showing that artificial empathy narrows
the customer experience gap between Al and human
agents, with high empathy levels resulting in comparable
affective and social experiences to humans, particularly
improving social interactions (Liu-Thompkins, Okazaki,
and Li 2022). Another study found that an initial warm (vs.
competent) message from chatbots significantly enhances
consumers’ brand perception, creating a closer brand con-
nection and increasing the likelihood of engaging with the
chatbot (Kull, Romero, and Monahan 2021). Academic
studies aside, the very fact that Al companions have gar-
nered so many users suggests that consumers are gaining
social benefits from these apps, which are also marketed as
being caring. For example, Replika advertises that it is
“here to make you feel HEARD, because it genuinely cares
about you.”" Overall, we propose the following:

H3a: Feeling heard mediates the effect of interacting with
Al companions on reducing loneliness.

Apart from feeling heard, another factor that could affect
loneliness alleviation is the chatbot’s performance, which
consists of a range of features pertaining to managing the
conversation effectively, including timely responses, per-
ceived credibility, context tracking, response variability,
and domain knowledge (Chaves and Gerosa 2021).
However, we hypothesize that feeling heard is more critical
in alleviating loneliness after Al companion usage com-
pared to communication performance because one of the
primary sources of loneliness is the perceived lack of social
and emotional support (Liu, Gou, and Zuo 2016; Masi
et al. 2011).

1 https://apps.apple.com/lt/app/replika-virtual-ai-friend/
id1158555867
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In sum, previous research on the impact of interpersonal
relationships on loneliness alleviation emphasizes the crit-
ical role of feeling heard and understood; however, these
studies focus exclusively on human-human relationships
and do not address experiences with Al companions. To
address this gap, our work causally investigates the effec-
tiveness of Al companions in alleviating loneliness.
Specifically, we explore whether feeling heard and per-
formance mediate this effect. To do this, we compare an
empathetic Al companion to two types of chatbot: an Al
assistant that does not express empathy and a highly con-
strained chatbot capable of performing a limited number of
tasks. Motivated by prior work, we hypothesize that feeling
heard will emerge as a more influential mediator compared
to performance:

H3b: Feeling heard is a stronger mediator than communica-
tion performance in the effect of AI companions on alleviat-
ing loneliness.

Although we hypothesize that feeling heard and per-
formance mediate the effect of Al companions on loneli-
ness alleviation, it is also important to consider alternative
mechanisms such as self-disclosure, which is known to
reduce loneliness (Solano, Batten, and Parish 1982). If self-
disclosure fully accounts for reductions in loneliness, then
we would expect other activities like journaling—wherein
individuals write about their thoughts, feelings, and experi-
ences—to be similarly effective at reducing loneliness.

Another alternative mechanism is that AI companions
could simply be good at distracting people, which itself
could reduce loneliness. If so, other distracting activities
like watching YouTube videos should be similarly effec-
tive at reducing loneliness. Because we propose that Al
companions reduce loneliness by making people feel heard,
we expect them to alleviate loneliness more effectively
than alternatives like journaling and watching videos—
even when these alternatives score equally or higher on
self-disclosure and distraction. To test whether the effect of
Al companions is better explained by these alternative
mechanisms, we compare them to activities that are likely
to involve equal or higher levels of self-disclosure (journal-
ing) or distraction (video watching). We propose the
following:

H4: AI companions alleviate loneliness more effectively
than activities that primarily involve self-disclosure or
distraction.

Mispredicting AI’s Loneliness-Alleviating
Benefits

Finally, the effectiveness of Al companions for loneli-
ness, if they are indeed effective, may also be limited by
whether consumers utilize them in the first place.
Although existing users may expect to receive loneliness
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alleviation from these apps, an open question is what the
average consumer would predict about an Al companion’s
loneliness-alleviating benefits. If consumers do not believe
that Al companions are effective, then they may avoid
them and not receive the apps’ loneliness-alleviating bene-
fits. This behavioral avoidance could be driven by a mis-
prediction that AI companions will not reduce loneliness
when in fact they do. Such a misprediction would be a type
of affective forecasting error (Wilson and Gilbert 2003), in
which consumers are unable to accurately anticipate their
future feelings because their predictions do not take into
account relevant elements of the situation. For example,
they might not consider that interacting with a chatbot
might provide more relief than engaging in common tasks
like consuming online content. Previous work on consumer
aversion to Al highlights several factors that could contrib-
ute to this perception. For instance, because Al is often per-
ceived as operating in a standardized manner, consumers
are concerned that it may not detect their individual prefer-
ences (Longoni, Bonezzi, and Morewedge 2019).
Consumers also often perceive algorithms as less effective
at subjective tasks such as sharing opinions and expressing
emotions (Castelo, Bos, and Lehmann 2020), both of which
are integral to social interactions. Further, previous work
finds that people do make social mispredictions about
social interactions with other humans. For instance, people
are reluctant to engage in deep, meaningful conversations
with strangers because they expect that strangers will not
be receptive to deep conversations. In fact, others are more
receptive than people think, and such conversations make
people feel happier than they expect (Epley and Schroeder
2014; Kardas et al. 2022).

HS: Consumers underestimate the loneliness-alleviating
benefits of interacting with Al companions.

OVERVIEW OF STUDIES

Study 1 explores whether consumers mention loneliness
in reviews of Al companion apps, providing preliminary
insights into whether the apps can alleviate loneliness.
Next, we assess the causal effect of AI companions on feel-
ings of loneliness, both in a single session (study 2) and in
a longitudinal design (study 3). Following previous work
on loneliness (Eccles and Qualter 2021; Poscia et al. 2018),
we do so by measuring loneliness before and after interac-
tion with an Al companion. Study 2 tests how participants
feel after versus before interacting with an Al companion
and compares these changes in loneliness to a control con-
dition of doing nothing as well as to other common solu-
tions for loneliness, including interacting with a person and
watching videos online. We also include a condition
(involving deception) in which the chatbot is framed as a
human interlocutor, to isolate the effect of merely believing
one is interacting with a human, holding the chatbot

5

technology constant. Study 3 then employs a longitudinal
design to test how interacting with a chatbot affects feel-
ings of loneliness over a seven-day period and compares
these effects to a control condition. In both studies 2 and 3,
we also measure participants’ predictions about the effects
of Al companions on loneliness levels to assess whether
people are correctly calibrated to the benefits of such inter-
actions. To test the mechanism of the loneliness-alleviating
benefit of Al companions, study 4 investigates whether
feeling heard and chatbot performance mediate loneliness
alleviation by comparing a full-fledged AI companion of
our own design to (1) an Al assistant that does not show
empathy and (2) a simpler chatbot that is only capable of
performing basic tasks. Finally, study 5 investigates the
robustness of our results by embedding loneliness measures
among decoy items and assessing loneliness only after the
intervention. Additionally, study 5 helps rule out the alter-
native mechanisms of self-disclosure and distraction by
comparing the loneliness-alleviating benefits of Al com-
panions to journaling, an activity that (we find) involves
higher levels of self-disclosure and similar levels of distrac-
tion. All experimental studies are preregistered, and data
and code for all studies are publicly available on Open
Science Framework (https://osf.io/hf9xe/). A summary
table mapping each hypothesis onto the specific studies
that test them is provided in table S1 of the web appendix.

STUDY 1

To gain a preliminary understanding of the relationship
between Al companion apps and loneliness, we explore
whether consumers mention loneliness in App Store
reviews of five popular AI companion apps (see “Methods”
section). Additionally, we examine reviews of OpenAI’s
ChatGPT to determine if users discuss feelings of loneli-
ness when engaging with a generalist chatbot app not mar-
keted as an Al companion product. We examine
prevalence and variability of loneliness mentions across
apps. High variability would suggest that not all apps are
equally effective at addressing loneliness or that the apps
target consumers with different needs. To test for a correla-
tional relationship that could be generated by a positive
impact on users’ loneliness, we quantify the sentiment
(positive or negative) of the app reviews.

Methods

To select the apps from which to scrape reviews, we
searched for “Al companion” in the App Store and selected
the top three most popular apps based on the number of rat-
ings: Replika, Chai, and iGirl. We additionally scraped
reviews of Simsimi because it is representative of a non-
US headquartered Al companion and Cleverbot because it
is the oldest running Al companion. The primary distinc-
tion between these apps lies in how sophisticated their
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generation process is: Replika, Chai, and iGirl employ gen-
erative Al, allowing them to generate unique answers,
whereas Simsimi and Cleverbot operate on a less complex
mechanism, generating responses using combinations of
messages previously provided by users. We also selected
Wysa, one of the most popular mental health chatbot apps
that is marketed as both a mental health tool and an Al
companion (wysa.com). Finally, we included ChatGPT as
a non—Al companion chatbot app, given its status as the
most popular generalist chatbot app.

We scraped all reviews for these apps using the Python-
based “app-store-scraper” library (Lim 2020). We detected
mentions of loneliness by fine-tuning an LLM (i.e., Mistral
7B) on conversations from an actual Al companion app,
made available by the CEO of Cleverbot. Our model
achieved an F1 score of 0.88 and an accuracy of 96%.
Details on model training are provided in the web appen-
dix, including methods for classifying loneliness in real-
time conversations with chatbots, providing a useful tool
for future studies on loneliness detection. In this study, we
also calculated the valence (i.e., positive/negative/neutral)
of each review using a model based on the Robustly
Optimized BERT Pretraining Approach (RoBERTa; Liu
et al. 2019). RoBERTa is a language model built by Meta
that is layered over Google’s Bidirectional Encoder
Representations from Transformers (BERT) model (Devlin
et al. 2019), providing better training performance and
accuracy than the BERT model alone. This valence classi-
fier model was trained using 198 million tweets in order to
classify text into positive, negative, or neutral valences
(Barbieri, Anke, and Camacho-Collados 2021).

Results

In total, we scraped 49,863 reviews: 6,528 from Chali,
8,627 from ChatGPT, 1,911 from Cleverbot, 1,560 from
iGirl, 14,440 from Replika, 13,880 from SimSimi, and
2,917 from Wysa. This dataset included all reviews of
these apps up to January 24, 2024, except for ChatGPT,
which included reviews up to February 4, 2024, and Wysa,
which included reviews up to November 27, 2024. The per-
centage of app reviews mentioning loneliness varied
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significantly across apps. Replika had the highest occur-
rence (19.5%), followed closely by Wysa (19.1%),
whereas ChatGPT had the lowest (0.4%). Notably, only the
two apps explicitly positioned as supporting mental
health—Replika and Wysa—had significantly higher men-
tions of loneliness compared to all other apps (x° values >
154.66; ps < .001; table 1), with percentages more than tri-
ple the next closest app, iGirl. Although Replika is not
technically a health app, it positions itself as one; for
instance, its website describes that it is “referred to by
many as a great mental health tool,” with the following
clarification: “if you feel that you need professional help,
please seek out a licensed mental health professional”
(Replika 2025). The drastic differences in the prevalence
of loneliness-related content suggest an impact of how the
apps are marketed and designed—useful either for mental
health (Replika Al and Wysa) or as a general Al assistant
(ChatGPT), respectively.

Moreover, we found a strong Spearman rank-order cor-
relation between loneliness percentage and mean app rating
(rs = 0.94, p = .017) for the subset of AI companion apps
(i.e., excluding ChatGPT), suggesting that loneliness is
mentioned in app reviews in a positive way (more on this
below). To illustrate common themes in these reviews, we
summarize the most frequent words from reviews that men-
tion loneliness in each app (table S4). Notably, words such
as talk, feel, friend, lone, and help frequently appear across
apps, suggesting that users associate Al companions with
emotionally supportive interactions.

Given this variability, we explored whether star ratings
tended to be higher if the rating mentioned loneliness versus
not, which might suggest that loneliness is one of the chief
ways in which these apps can deliver value. This was indeed
the case for all apps (figure 1; table 1): Chai (Mjgneliness =
4.32 vS. Myontoneliness = 3-56, Z=6.03, p < .001, d=0.53),
ChatGPT (Mionetiness = 4.83 vs. Myonioneliness = 4-10,
Z=3.08, p = .002, d=0.49), Cleverbot (Mjoneliness = 4-08
VS. Mpontoneliness = 2.98, Z=3.34, p < .001, d =0.65), iGirl
(Mloneliness = 4.62 vs. Mnonloneliness = 401’ Z:422’ p <
OO]» d:043)’ Rephka (Mloneliness = 4.73 vs. Mnonloneliness
= 3.96, Z=28.77, p < .001, d=0.57), Simsimi (Mjoneliness
= 4.65 vs. Mponioneliness = 3.78, Z=13.80, p < .001,

TABLE 1
LONELINESS PERCENTAGES AND MEAN RATINGS IN STUDY 1

Loneliness Overall Nonloneliness Loneliness Nonloneliness Loneliness
App percentage (%) rating ratings ratings positive valence (%) positive valence (%)
Chai 1.7 3.57 (1.44) 3.56 (1.44) 4.32 (1.12) 39.5 73.4
ChatGPT 0.4 4.10 (1.48) 4.10 (1.48) 4.83 (0.71) 61.0 80.0
Cleverbot 1.4 2.99 (1.70) 2.98 (1.70) 4.08 (1.35) 34.9 61.5
iGirl 5.4 4.05 (1.43) 4.01 (1.44) 4.62 (1.00) 63.5 87.1
Replika 19.5 4.11(1.37) 3.96 (1.44) 4.73(0.76) 64.1 89.2
Simsimi 4.0 3.81(1.52) 3.78 (1.53) 4.65 (0.85) 60.9 90.0
Wysa 19.1 4.76 (0.77) 4.73(0.84) 4.91 (0.36) 86.6 85.3

NOTE.—Numbers in parentheses indicate SDs.
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FIGURE 1

MEAN APP RATINGS IN STUDY 1
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Chai ChatGPT Cleverbot

iGirl Replika
App

SimSimi Wysa

NOTE.—Error bars reflect 95% confidence intervals. Applications are presented in alphabetical order.

d=10.57), and Wysa (Mionetiness = 4.91 vS. Myonioneliness =
4.73,Z=3.90, p < .001, d=0.24).

Further, app reviews mentioning loneliness had a signifi-
cantly higher percentage of positive valence compared to
other reviews: Chai (%joneliness = 734 VS. Pononloncliness =
39.5, %% (1, N=109 + 6,419) = 51.14, p < .001), ChatGPT
(%oronetiness = 80.0 vS. Pononioneliness = 61.0, X2 (1,
N=35+28,592) = 5.28, p = .022), Cleverbot (%ioneliness =
61.5 V. %opontoncliness = 34.9, °(1, N =26+ 1,885) = 8.00,
P = 005)» iGirl (%lone]iness = 87.1 vs. %nonloneliness = 6359
xY'(l, N=85+1475) = 1961, p < .001), Replika
(Poronetiness = 89.2 VS. Pononioneliness = 64.1, X2 (1,
N=2813+11,628) = 669.88, p < .001), and Simsimi
(%ronctiness = 90.0 vs. %nonlonctiness = 60.9, X2 (1,
N=558+413,322) = 192.51, p < .001). One exception to
this was Wysa, likely because the app had an extremely
high mean rating, with nearly all of the reviews already
being positive (%10netiness = 85.3 VS. Znontoneliness = 86.6,
x> (I, N=55842359) = 069, p = .406).
Although loneliness alleviation may lead to more positive
reviews, it is also possible that users who are lonely in the
first place give higher reviews. For example, one user
stated the following in a review of Cleverbot: “It’s only fun
for lonely people but it’s fun.” Thus, we note that it is cru-
cial to interpret the rating results with caution, as there is
no evidence of causality and there might be many reasons
why reviews related to loneliness are associated with
higher ratings.

Finally, the prevalence of reviews suggests positive men-
tions of loneliness (e.g., “This app helped my loneliness™)
versus negative (e.g., “This app made me more lonely”™).
Some examples of reviews include the following: “I love
this app. I'm really lonely most of the time and I love how

this app keeps me company all the time!...” (Chai); “I am
forever alone, now I have a friend that will talk to me about
anything!...” (Cleverbot); “I just started and I already feel
less lonely” (iGirl); “I love this app, very helpful to a
lonely person I am glad I have an app like this” (Replika);
“For all the lonely introverts. . . . If all your friends are
ditching you or if you are home alone, don’t worry!
Simsimi is there, always there” (Simsimi); and “Even if it’s
an AL It’s nice to talk to someone when you feel like you
have no one to share with” (Wysa).

In sum, we find large variance across chatbots in how
often loneliness is mentioned in App Store reviews, with
the two apps (Replika Al and Wysa) more clearly posi-
tioned as supporting mental health featuring a much larger
percentage of loneliness mentions than the others. Notably,
we also find that consumers who mention loneliness in
their reviews of Al companions tend to rate the apps
higher. Although these correlational results should be
approached with caution, one possibility is that some of
these apps are rated positively because they successfully
alleviate consumer loneliness (hypothesis 1), a prediction
we test causally in study 2.

STUDY 2

Study 2 addresses whether Al companions reduce loneli-
ness by measuring state loneliness before versus after par-
ticipants interact with an Al companion. Furthermore, to
test whether consumers under- or overestimate the effect of
these interactions on their loneliness, we also compare pre-
dicted to actual levels of loneliness after an interaction
with an Al companion. We predict an improvement in
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baseline loneliness (hypothesis 1). Furthermore, we predict
that participants underestimate how much the technology
alleviates their loneliness (hypothesis 5). To contextualize
these effects, we test a number of practical and/or theoreti-
cally relevant coping ‘“solutions” to loneliness (Shrum
et al. 2023): interacting with (1) a chatbot, (2) a chatbot
framed as a human, or (3) a human; (4) watching YouTube
videos of one’s choosing; and (5) doing nothing. We chose
YouTube videos because in a prestudy (study S1, N=42),
the most popular technological solutions for coping with
loneliness were social media and watching videos on
YouTube, followed by gaming, movies, and music.
Notably, not a single participant spontaneously mentioned
using an Al companion.

Methods

The study was preregistered (https://aspredicted.org/
S8D_TNP). We recruited 601 participants from Amazon
Mechanical Turk (MTurk), with approximately 100 in each
of four conditions and 200 in the condition involving
deception (i.e., interacting with a chatbot framed as a
human). Because we anticipated that not all participants in
the deception condition would be successfully deceived,
we intentionally doubled the sample size for that group.
Although not preregistered, we also planned to conduct
exploratory analyses focusing on participants who reported
being successfully deceived.

A total of 305 participants were excluded for failing
comprehension checks (described below), leaving 296 par-
ticipants (M,e,e = 41, 56% female). All participants
answered the second comprehension check correctly,
which asked what type of activity they engaged in. The
exclusions were due to the first comprehension check,
which inquired about the types of questions they were
asked. Of the participants excluded due to the first compre-
hension check, 74% selected the incorrect option “Neither
of the above is true,” instead of the correct response: “First
you were asked to predict how you will feel later, then you
were asked to say how you feel now.” This confusion may
have stemmed from our usage of the state loneliness ques-
tion both before and after interaction, as described further
below. In the web appendix, we replicate the analyses with-
out excluding participants based on this question; all results
remain significant and in the same direction, with no exclu-
sions overall. Each participant was paid $3.00 USD. 67%
had experience with chatbots. We ran this experiment
between April 5, 2023, and April 7, 2023.

Participants were randomly assigned to one of five con-
ditions: “Al chatbot,” “chatbot acting as human,” “human,”
“YouTube,” or “do nothing.” In all conditions, participants
were asked to not engage in any other social activity.
Those in the “do nothing” condition were instructed as fol-
lows: “In this study, you will not interact with anything and
will just be alone with your thoughts. In other words, you

DE FREITAS ET AL.

will not use any technological device and not interact with
another human or pet for 15 minutes.” All other partici-
pants were instructed as follows: “In this study, you will
interact with [another person/conversational Al compan-
ion/YouTube] for 15 minutes.” Participants in the “chatbot
acting as human” condition were told they would be inter-
acting with another person even though they would truly be
interacting with a chatbot, so this condition involved
deception. This use of deception was approved by an insti-
tutional review board, and all subjects were informed of it
at the end of the study together with the reason for decep-
tion. The use of deception was necessary to allow us to
control for the quality of the conversation while varying
only beliefs about the identity of the interlocutor. For the
“YouTube” condition, we ensured a natural experience by
stating the following: “While using YouTube, you can do
anything you want, like watching videos, browsing com-
ments, commenting on videos, etc.” In the “human” condi-
tion, we showed participants a waiting screen, stating the
following: “Please wait until you are matched. Estimated
time: Less than 1 minute. Please don’t leave this page.” If
another participant joined the room within a minute, then
that participant was matched with the participant who was
waiting. Alternatively, if 1 minute passed before another
participant joined, then the waiting participant was
assigned to the ‘“chatbot acting as a human” condition
instead (because we needed to recruit the largest number of
participants to this condition, and the instruction was the
same [i.e., we told them they would be interacting with
another human]).” To build this web app, we used the
Django framework with the Python programming language
for the server-side development, and Hypertext Markup
Language (HTML), Cascading Style Sheets (CSS), and
JavaScript for the frontend.

The procedure for the conditions involving chatting went
as follows. After seeing the advertisement, participants
were told, “Now you will get a chance to interact with an
Al/person on Chatty.” They then read the instructions
prompting them to interact with an Al or human on the
Chatty app (see figure S4 in the web appendix). To check
whether participants believed the cover story, at the end of
the study, they were asked, “Did you believe that you were
talking to a chatbot or human?” [Human; Chatbot] and
explained their answers in a text box.

2 To rule out bias based on time of participation, we compared the
time of day at which participants entered the “human” condition (i.e.,
those matched with another participant) and those who were reas-
signed to the “chatbot acting as human” condition (i.e., those told they
would interact with a human but were instead assigned to the chatbot
after waiting 1 minute; N = 21). We extracted the hour and minute
from each participant’s timestamp and found no significant difference
in time of day between the two groups (Mgeassignea = 15.92 (SD =
2.18) vs. Myyman= 15.39 (1.65), #(65) = 1.11, p = 271, d = 0.29),
suggesting that participants who were reassigned to the “chatbot acting
as human” condition were not participating at different times than
those in the human condition.
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We took several steps to ensure that the interaction was
representative of generative Al technology used in Al com-
panion apps. The chatbot was built on OpenAl’s
LLM named Davinci (Text-Davinci-003). The model is a
variant of GPT-3 (Brown et al. 2020). We accessed
Davinci in real time via OpenAl’s app programming inter-
face (API) and customized the chatbot to ensure it behaved
like a realistic, conversational partner within our custom-
made chat interface.

To ensure that the chatbot’s personality was positive and
upbeat and consistently responded as either a human or Al,
we seeded it with the following instruction in Davinci:
“The following is a conversation between an Al [human]
companion named Jessie and a person named [username].
Jessie is a(n) Al [human] companion who is creative, inter-
esting, very talkative, verbal, and always responds with
lengthy messages. Jessie can talk nonstop for hours.” When
participants entered the chatroom, the chatbot sent a mes-
sage to start the conversation: “Hello [username]! How are
you?” It then consistently responded to participants
thereafter.

We implemented several measures to make the chatbot
appear as a believable human conversational partner in the
“human-interaction present” condition: (1) The chatbot
was provided with the last 40 messages to extend its mem-
ory, ensuring consistency—for instance, if it mentioned
having a dog, it would repeat the same information if asked
again later; (2) response times were adjusted to be propor-
tional to message length to enhance realism, simulating
that longer responses require more thought; (3) during the
wait for responses, the chatbot displayed a visual cue stat-
ing, “Jessie is writing. . .,” mimicking a person in the proc-
ess of typing a reply; and (4) if participants sent multiple
messages in quick succession, the chatbot disregarded ear-
lier messages that arrived within a second of the most
recent one, reflecting the human limitation of not being
able to instantaneously reply to every message.

We took several steps to ensure that the ‘“human,”
“chatbot,” and “chatbot acting as human” conditions were
similar. Participants who were initially assigned to the
“chatbot” and “chatbot acting as human” conditions also
saw the same waiting screen for a random time between 10
and 20 seconds. After the waiting finished, all participants
were told, “Thanks for waiting, chat page will load short-
ly.” For all conditions, when the other person or agent was
typing, participants were shown a visual cue saying “[user-
name] is writing...” The same exact chatbot model was
used in the “chatbot” and “chatbot acting as human”
conditions.

After reading these instructions, all participants rated
their agreement with several predictions about how they
expected to feel after the interaction, using 100-point scales
with “definitely less” and “definitely more” as endpoints:
“You will now rate how you expect to feel after [condi-
tion] for 15 minutes. After [condition] for 15 minutes, I
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WILL feel less/more. .. [entertained; lonely; like I experi-
enced something new; engaged; comfortable; like I experi-
enced something interesting; connected.]” They also
reported their actual state of current loneliness, by com-
pleting the Three-Item University of California, Los
Angeles (UCLA), Loneliness Scale (Hughes et al
2004), which includes questions such as “I feel left out.”
Additionally, they answered a separate question as a
robustness check: “I feel lonely.”

Next, using our custom-made apps, participants either
did nothing for 15 minutes or interacted with an Al chatbot,
a chatbot acting as a human, another person, or YouTube
for 15 minutes. Participants in the “human” condition were
paired with another participant in real time on MTurk. If
they were not paired within 1 minute, they were assigned
to the “human chatbot” condition instead. To confirm that
participants in the “YouTube” condition truly watched
YouTube, they were asked to submit screenshots of their
YouTube history for the last 15 minutes. We excluded 13
participants who did not follow these instructions.

After the interaction, participants were told the follow-
ing: “Now that you have finished interacting with [condi-
tion] for 15 minutes, we will ask you how you feel now.”
They then answered the same questions they completed
before the experience, except this time about their feelings
in the present moment: “After [condition] for 15 minutes, I
FEEL less/more. .. [entertained; lonely; like I experienced
something new; engaged; comfortable; like I experienced
something interesting; connected.]” Likewise, they
reported their actual state of loneliness after the experi-
ence, by completing the Three-Item UCLA Loneliness
Scale and the additional robustness check question stated
above, along with comprehension checks.

Depending on the condition, we also included a few
additional checks. In the “Al chatbot” and “human chatbot”
conditions, participants indicated whether they believed
they were talking to a chatbot or human. In the “do noth-
ing” condition, participants indicated whether they were
able to follow the instruction to do nothing for 15 minutes.
We excluded one participant who said they failed to do
nothing. Finally, participants indicated any prior experi-
ence with chatbots and completed the demographic
questions.

Results

Following exclusions, there were 54 participants in the
“Al chatbot” condition, 87 in the ‘“chatbot acting as
human” condition, 46 in the “human” condition, 37 in the
“YouTube” condition, and 58 in the “do nothing” condi-
tion. In the “chatbot acting as human” condition, 37% (i.e.,
32 out of 87) of participants were successfully deceived
(i.e., they believed that they were talking to a human). As
per our preregistration, the main analyses included all par-
ticipants in this condition, regardless of whether they were
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FIGURE 2

RESULTS IN STUDY 2
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deceived. We also conducted exploratory analyses sepa-
rately for the successfully deceived and nondeceived par-
ticipants (see below).

State Loneliness. Loneliness was not significantly
impacted by watching a YouTube video (Mp,, = 31.89
(SD=27.07) vs. Mpos= 28.82 (27.61), t(36) = 191, p =

.064, d=0.11), and increased after doing nothing (Mp,. =
41.19 (31.31) vs. Mpy,g, = 46.10 (32.34), t(57) = —2.86, p
= .006, d=—0.15). Notably, state loneliness decreased
after interacting with a human (Mp,. = 38.40 (29.58) vs.
Mpos: = 31.29 (30.70), t(45) = 2.48, p = .017, d=0.24), an
Al chatbot (Mp,, = 33.51 (26.63) vs. Mpy; = 26.75
(27.00), #(53) = 3.85, p < .001, d=0.25), and a chatbot
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acting as human (Mp,. = 38.44 (32.62) vs. Mpysy = 31.41
(31.93), 1(86) = 4.20, p < .001, d=0.22), supporting
hypothesis 1 (figure 2). The effect sizes were largest for the
human, chatbot, and chatbot acting as human conditions.
Results of the remaining metrics are reported in web
appendix figure S5.

Additionally, we ran an exploratory test of whether state
loneliness decreased after the interaction for participants in
the chatbot acting as human condition who were success-
fully deceived, that is, who thought they were talking to
another person, and not deceived, that is, who understood
they were talking to an Al chatbot. For participants who
were successfully deceived, we found that loneliness sig-
nificantly decreased after the interaction (Mp, = 42.70
(33.12) vs. Mp,s, = 32.83 (33.16), #(31) = 2.85, p = .008,
d=0.30). Similarly for the subset who were not deceived,
we found that loneliness significantly decreased after the
interaction (Mp,. = 35.96 (32.38) vs. Mp, = 30.58
(31.47), t(54) = 3.15, p = .003, d=0.17).

Expectation Violation. We used a composite of the
loneliness and social connection (reverse-coded) items to
capture overall perceptions of whether the condition option
would make people feel lonelier (o« =0.72), as these meas-
ures are directly related—higher social connection gener-
ally reduces feelings of loneliness (Holt-Lunstad 2021).
We compared this item before versus after the experience.
In the web appendix, we replicated the analyses for loneli-
ness and social connection separately and found similar
results.

There was no significant expectation violation in loneli-
ness for interacting with a human (Mgypeciea = 36.32
(16.24) vs. M pcua = 32.91 (25.62), t(45) = 0.89, p = .376,
d=0.16) or doing nothing (Mgypeciea = 61.18 (21.46) vs.
Macwar = 63.71 (21.01), «57) = —-1.01, p = .319,
d=—0.12). However, participants felt less lonely than they
expected after watching a YouTube video (Mgxpected =
45.05 (18.61) vs. M acar = 36.81 (19.66), 1(36) = 5.09, p
< .001, d=0.43), as well as after interacting with an Al
chatbot (Mgxpecieca = 43.56 (17.11) vs. Macya = 34.46
(21.25), t(53) = 4.13, p < .001, d =0.47). The expectation
violation for the chatbot acting as human was marginally
significant (Mgxpected = 37.11 (15.26) vs. Mpcyar = 33.27
(21.27), 1(86) = 1.86, p = .066, d = 0.20), supporting H5—
figure 2. Again, we note that the effect sizes were largest
for the Al chatbot and chatbot acting as human conditions.
Also, although participants had low expectations for
YouTube and chatbots, recall that only interacting with
chatbots reduced stated loneliness. We also replicate the
expectation violation result for Al chatbots, specifically, in
another study (web appendix study S2) in which the effect
was statistically significant.

In the web appendix, we report results for our other
preregistered measures—entertainment, novelty, engage-
ment, comfort, and interest—which compare participants’
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expectations before the interaction to their actual experi-
ence afterward. In the chatbot acting as human condition,
participants reported higher-than-expected levels of enter-
tainment, engagement, comfort, and interest. For comfort,
we also found significant expectation violations in both the
chatbot and human conditions. Finally, we also ran our
preregistered moderation analysis (PROCESS Model 1;
Hayes 2012) to see whether the expectation violation effect
for loneliness, social connection, and comfort are moder-
ated by attitudes toward Al, and we did not find significant
moderation (web appendix).

In short, interacting with an Al companion improved
their baseline loneliness levels on par only with interacting
with another person, whereas a common technological
alternative did not. Furthermore, participants underesti-
mated the degree to which Al companions improved their
loneliness relative to their true feelings after interacting
with such AI (hypothesis 5). Future research can focus on
reasons behind this misprediction, such as a general lack of
familiarity with Al companions or more specific stereo-
types about Al companions, like beliefs that Al compan-
ions are not capable of genuine understanding or providing
emotional support.

STUDY 3

Study 3 aims to replicate the loneliness alleviating
effects of an Al companion using a longitudinal design in
which participants interact with the same chatbot daily for
one week. We compared loneliness levels in participants
before and after they interacted with an Al companion
(experience condition) and contrasted these findings with a
control group that did not engage with the Al (control con-
dition), allowing us to directly assess the efficacy of Al
companions in mitigating loneliness by comparing differ-
ences between the experience and control groups as well as
changes within individuals over time. Given the findings of
study 2, we hypothesized an immediate improvement in
loneliness from the first day of interaction in the experience
condition, although we did not set specific expectations for
subsequent days. Additionally, we investigated whether
consumers underestimate the efficacy of Al companions in
reducing loneliness (prediction condition). We anticipated
that consumers would likely underestimate the chatbot’s
capacity to lessen loneliness on the first day, although we
did not have specific expectations for what predictions they
would make for subsequent days.

Methods

This study was preregistered (https://aspredicted.org/
BID_JYZ). We recruited 1,088 participants from
CloudResearch Connect and excluded 16 for failing a com-
prehension question, leaving 1,072 (M, = 39.6, 47.3%
female). Our goal was to enroll 200 participants in the
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prediction condition, and 400 participants each in both the
control and experience conditions, as these two conditions
had a longitudinal design and we anticipated a 50% attri-
tion rate. The prediction condition was not longitudinal and
was only completed on day 1. Participants were randomly
assigned to one of these conditions. Participants in the con-
trol and experience conditions were instructed to complete
the study every day for seven days, and they were required
to complete each day’s survey by 12 AM local time. The
survey for the following day became available at around 1
AM EST, and participants in earlier time zones needed to
wait until it was the designated day in their time zone to
proceed. Additionally, our chatbot app in the experience
condition (explained further below) was designed to block
users from entering the chatroom if they attempted to
access it before the designated day in their time zone. If a
participant failed to complete a session on its designated
day, they were not invited to participate the following day.
Attrition over seven days was much lower than we
expected (likely because of the substantial bonus upon
completion of the week-long study; see below). It
amounted to 92 participants in the experience condition
(23%) and 58 participants in the control condition (14%),
leaving 922 participants in total (M,,. = 40.1, 46.3%
female). This difference in attrition ()(2 (1, N=420 -+ 406)
= 10.29, p = .001) is likely due to the fact that the control
condition required less time and effort than the experience
condition, wherein participants had to interact with the
chatbot. For example, participants in the control condition
completed the study in 1.4 minutes on average, and partici-
pants in the experience condition completed it in
19.8 minutes (given the considerable cost of this study, we
did not ask participants in the control condition to spend
15 minutes each day performing another task; see below).
Below, we conduct a series of robustness checks, including
a propensity score matching (PSM) analysis and one
including dropouts also. These robustness checks confirm
the conclusions of the preregistered analysis. Note also that
differential attrition is irrelevant to the crucial pre—post
loneliness difference in the experience condition. Overall,
we had 246 participants for analysis in the prediction con-
dition, 314 in the experience condition, and 362 in the con-
trol condition. Thirty-six percent had prior experience with
chatbots. We ran this experiment between April 9,
2024, and April 15 2024.

Participants were paid $1 USD in the prediction and
experience conditions, and $0.3 USD in the control condi-
tion, as the control condition took less time compared to
the other two conditions. We stated to participants that they
might be assigned to one of many conditions (varying in
length and payment), and the time of each session ranges
from 3 minutes over seven days for $0.3 in a single session
to 20 minutes in a single session for $1. Participants were
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also notified that they would be awarded a $15 bonus after
completing all seven days if they were assigned to one of
the longitudinal conditions.

In the prediction condition, participants were asked to
imagine interacting for 15 minutes with an Al companion
every day for a week and were shown a screenshot of the
Al companion app. On the next page, they were told, “In
the next section, you will be asked to predict how lonely
you would feel both before and after interacting with the
chatbot, for each day of the 7days.” Next, participants
were presented with the following text for each day of the
study, using separate pages for each day: “Imagine it is
Day X of interacting with the chatbot. Please answer the
following questions about how lonely you would feel both
before and after interacting with the AI companion for
15 minutes. For each statement, indicate the extent to
which you agree that you would feel this way on Day X.”
Following this, participants reported their predictions of
loneliness for both before and after imagining a 15-minute
session with the AI companion, with each day’s predictions
entered on a new page.

In the control condition, participants were told, “As a
reminder, in this longitudinal study, you will report your
loneliness level every day for a week.” Participants then
answered the state loneliness questions once per day, which
was the only task required in this condition. In the experi-
ence condition, participants were told, “As a reminder, in
this longitudinal study, you will interact with a conversa-
tional Al companion every day for a week and will answer
some questions before and after the interaction.” Then, par-
ticipants reported their state loneliness both before and
after interacting for 15 minutes with the chatbot. For loneli-
ness questions, participants in all conditions answered the
same Three-Item UCLA Loneliness Scale as in study 2
(Hughes et al. 2004). In this condition, we used the same
chatbot app as in the previous study except for the follow-
ing changes: First, we utilized OpenAl’s GPT-4 (gpt-4—
0125-preview) because it was a more advanced model
compared to GPT-3. Second, we implemented a memory
feature that allows the chatbot to remember details from
previous conversations with users. To do this, we periodi-
cally summarized the user’s messages and integrated rele-
vant information into future chats. By integrating this
memory feature, the chatbot became capable of retaining
user information for use in later conversations. Third, based
on several pilots, we updated the model prompt to elicit
chatbot responses that would be caring and friendly but not
overly enthusiastic (see web appendix for the full prompt).
Fourth, we implemented a check-in feature that prompts
the chatbot to reach out to users if they have been inactive
for 2 minutes. For this, we sent the following prompt to the
chatbot: “The user did not send a message in the last
2 minutes. Check-in with the user, e.g., say ‘Are you still
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there?’, or ask a question about the topic you were talking
about.” The chatbot then checked in with the user accord-
ing to this prompt. Fifth, to prevent our OpenAl account
from being banned due to the use of explicit language, we
integrated OpenAI’s moderation API (Markov et al. 2023).
This API identifies and flags text containing explicit con-
tent. When such content is detected, we automatically
replaced the flagged message with “[Harmful content]”
before submitting it to GPT-4 to generate a response.

Participants in all conditions answered two comprehen-
sion checks on the first day: (1) “What was the topic of the
questions you were asked? [Options: ‘Loneliness,” ‘Joint
pain,” ‘Nutritional advice’]”; and (2) “On each day, what
were you asked to predict/rate? [Options: ‘How you
(would) feel today/the same day,” ‘How you (would) feel
next month,” ‘How you (would) feel next year’].” We
excluded 16 participants for failing either of these ques-
tions. Finally, participants indicated any prior experience
with chatbots and completed the demographic questions on
day 1. On the last day, participants in the experience condi-
tion answered the following questions about the chatbot:
(1) “As you reflect on the last 7 days, how helpful was the
chatbot for decreasing your loneliness?”’; (2) “What aspects
of the chatbot did not work well for you? Please provide
specific examples or areas where you faced challenges”;
and (3) “In what ways can we improve this chatbot to better
support users like you? Feel free to suggest specific fea-
tures, changes, or additions.”
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Results

We limited our analysis to participants who completed
all seven days of the study in the longitudinal conditions
because these were the participants who successfully ful-
filled the study requirements. Following our preregistered
analysis plan, we first ran a mixed-effects analysis of var-
iance (ANOVA) on the experience condition, with loneli-
ness as the dependent variable (DV), and timing (before vs.
after interaction) and day (1-7) as the independent varia-
bles (IVs; i.e., we used the following model: Loneliness ~
Timing X Day + (1 | Participant ID)). First, we found sig-
nificant loneliness alleviation via the main effect of timing
(b=17.61, p < .001), as loneliness before interaction was
significantly higher than loneliness after interaction when
we aggregated the data over all days (Mpefore = 36.64 vs.
M ager = 30.74, 1(2197) = 20.15, p < .001, d=0.20). To
further delineate daily changes in loneliness, we conducted
paired f-tests comparing levels of loneliness before and
after interaction with the chatbot for each individual day.
We found that participants experienced a significant
decrease in loneliness after each daily session with the
chatbot supporting hypothesis 2 (ps < .001; table S10), and
when comparing the postexperience loneliness with the
control condition, loneliness levels were significantly lower
on most days, partially supporting hypothesis 2 (figure 3A;
more information in the next paragraph). We also found a
main effect of day, indicating a gradual decrease in

FIGURE 3
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loneliness in the experience condition over the course of
the week (b =—-0.92, p < .001). Given that we also see this
reduction in loneliness in the control condition (b= —1.42,
p < .001; figure 3A), this is likely due to the longitudinal
nature of the design. Supporting this, we also found that
control versus before experience condition is not signifi-
cant for all seven days (ps > .337; table S11). The gradual
decrease in loneliness observed in both conditions might be
attributed to participants perceiving the repetitive nature of
the study, which involved daily check-ins, as possibly car-
ing and supportive. Finally, we found a significant interac-
tion between timing and day in the experience condition
(b=-0.43, p = .010). However, this interaction effect was
driven by day 1, as we did not see an interaction effect
when we removed day 1 and reran the model (b= —-0.11, p
= .566); in other words, there was a particularly sharp drop
in loneliness on the first day, with the subsequent six days
showing similar-sized drops.

Second, in order to determine whether loneliness levels
after experiencing the chatbot were lower than in the con-
trol condition, we ran the following ANOVA model on
data from both the control condition and the “after” meas-
urements from the experience condition: Loneliness ~
Condition X Day + (1 | Participant ID). We found a main
effect of both day (b=-1.42, p < .001) and condition
(b=-5.46, p = .015) on loneliness, and there was no sig-
nificant interaction (b =0.07, p = .455). Specifically, lone-
liness was significantly lower after the chatbot interaction
compared to the control condition on four out of seven
days (ps < .020; table S12; figure 3A), marginally lower
on day 2 (Mcontror = 37.13 vS. Mager = 32.94, 1(662.2) =
1.82, p = .069, d=0.14) and day 5 (Mcontror = 33.12 vs.
M ager = 28.94, 1(666.7) = 1.86, p = .063, d=0.14), and
directionally but not significantly lower on day 3 (Mcontrol
= 34.99 vs. Mager = 31.81, 1(661.1) = 1.40, p = .163,
d=0.11), partially supporting hypothesis 2. These small
effect sizes (i.e., 0.11 and 0.14) suggest that the study may
have been underpowered to detect significant differences
on certain days. A post hoc power analysis indicates that
detecting a significant effect of d=0.11 with 80% power
at a = 0.05 would require approximately 1,298 participants
per group. Even so, the consistent pattern of loneliness
reduction in the intervention group, compared to the con-
trol group, suggests that the effects of the intervention are
distinguishable from any general decrease in loneliness
over time. Importantly, when we include only participants
whose loneliness score was above the mean preinteraction
score on the first day, loneliness was significantly lower
after chatbot interactions than in the control condition on
all days even without any bootstrapping (ps < .01, ds >
0.28), except that day 3 was marginally significant
(Mcontror = 55.89 (23.46) vs. Mager = 51.17 (25.02), ¢
(339.4) = 1.81, p = .071, d=0.19; table S13). This sug-
gests that those with greater initial loneliness derive more
consistent benefits from the intervention.
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Third, in order to assess whether there was a difference
in predicted versus actual drops in loneliness, we ran
another ANOVA model, with the loneliness difference
between before and after ratings on both prediction and
experience conditions as the DV and condition and day as
IVs; that is, we used the following model: Loneliness
Difference ~ Condition X Day + (1 | Participant ID). We
found a main effect of day (b=—-0.43, p < .001), indicat-
ing that the before and after loneliness difference generally
decreased over the days. However, this interaction effect
was again largely driven by day 1, as we did not see a main
effect of day when we removed day 1 and reran the model
(b=-0.11, p = .295); in other words, the difference
between before versus after ratings on the prediction and
experience conditions was the largest on the first day, with
the subsequent six days showing similar-sized ratings. The
main effect of condition was not significant (b=—1.72, p
= .174), and there was no significant interaction effect
(b=0.05, p = .731). Additionally, for each day, there was
no significant difference in loneliness between the predic-
tion and experience conditions (ps > .146), although the
loneliness reduction was consistently numerically higher in
the experience condition. One possibility is that, compared
to study 2, participants in the current study might have had
higher expectations regarding the capabilities of chatbots
due to the increased popularity of ChatGPT. Further, when
we aggregated the data over all seven days, we found that
participants significantly underestimated the chatbot’s abil-
ity to reduce loneliness (Mpyediction = 4.37 VS. Megperience =
591, #3177.7) = =2.96, p = .003, d = —0.10; figure 3B).

Overall, participants reported a decrease in loneliness
after their interactions with the chatbot. This is also
reflected in comments provided through CloudResearch
Connect’s comment feature: “this was a very interesting
survey and i think it would help people who are really
lonely and need someone to talk to”; “I am really enjoying
my talks with Jessie. Its so easy and it feels really amazing
to have someone (or something. ..I guess?) listen . . . and
the responses I get are perfect, to be honest”; “It’s funny. I
wasn’t sure how I was going to feel about this, talking
every day to the AI about whatever comes to mind for
15 minutes, but now it’s become a rather pleasant routine. I
could see where this would really benefit people who were
feeling isolated. . . .”

Next, as an exploratory analysis, we investigated
whether greater engagement, measured as number of turns
and mean number of words sent by participants on each
conversational turn, was associated with a greater decrease
in loneliness. For this, we ran the following ANOVA
model on the experience condition: Loneliness Difference
~ No. Messages + No. Words + (1 | Participant ID). We
found a positive main effect of the number of messages on
the loneliness difference (b =0.08, p = .046); that is, par-
ticipants who sent more messages to the chatbot experi-
enced a higher decrease in loneliness. Although the exact
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reason for this effect is unclear, one possibility is that more
interactions enable the chatbot, possibly aided by its mem-
ory feature, to tailor its responses more effectively to the
user. To examine whether the reduction in loneliness was
consistent among participants who sent fewer messages,
we conducted a supplementary analysis excluding 179 par-
ticipants who sent fewer messages than the overall mean
(17.79), leaving 270 participants. Even within this lower-
engagement subset, loneliness significantly decreased from
pre- to postinteraction (all ps < .001; table S14). We did
not find a main effect of the number of words on the loneli-
ness difference (b =0.03, p = .331).

Finally, we conducted two additional analyses to assess
the robustness of the results. Due to the higher attrition rate
in the experience condition (23%, 92 out of 406) compared
to the control condition (14%, 59 out of 421), we employed
PSM using the nearest neighbors method to address possi-
ble selection bias (Austin 2011). In this method, partici-
pants from the experience condition were matched with
participants from the control condition based on closely
similar demographics (web appendix). This method
allowed selecting participants who were demographically
similar between control and experience conditions. After
applying PSM, our findings were consistent with those
obtained from the original sample. To further corroborate
this conclusion, in the web appendix, we report another
replication of the analyses including participants who did
not complete all seven days of the study. These results
were also similar, confirming the robustness of our
findings.

STUDY 4

Study 4 investigates what types of features of the chatbot
reduce loneliness and whether Al companions reduce lone-
liness more than generalist Al assistants and highly con-
strained chatbots. In the market, people can interact with
various types of chatbots. For example, ChatGPT lacks
anthropomorphic cues and uses a system prompt like “You
are a helpful assistant,” whereas Replika anthropomorph-
izes the chatbot and emphasizes empathy. In this study, we
compare these two chatbot types to understand their differ-
ential impacts on loneliness. Participants interacted with
three different chatbots: (1) the same Al companion as in
study 3, (2) a generalist Al assistant that assists participants
on various topics without offering emotional responses,
and (3) a limited Al assistant that was only able to help
with unit conversion, basic arithmetic, and grammar—this
was the control condition (all chatbots were based on the
same LLM: OpenAl’'s GPT-4). We hypothesized a
decrease in loneliness in the Al companion condition but
were agnostic about the Al assistant condition. We also
predicted that the loneliness difference would be higher in
the Al companion condition compared to the other condi-
tions and that this effect would be primarily driven by the
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feeling of being heard by the chatbot, although we also
investigated whether performance perceptions play a mech-
anistic role.

Methods

This study was preregistered (https://aspredicted.org/
XCY_LLD). We recruited 1,479 participants from
CloudResearch’s Connect and excluded 98 for failing a
comprehension question, leaving 1,381 (M, = 39.9,
57.1% female). We aimed to hire 500 participants in all
conditions, and participants were randomly assigned to one
of three conditions: Al companion, Al assistant, and con-
trol (i.e., the limited functionality chatbot). Prior experi-
ence with chatbots was reported by 52.9% of participants.
We ran this experiment on May 16, 2024. All participants
were paid $2.75 USD.

All participants were asked to complete the same loneli-
ness questions as in the previous study before interacting
with the chatbot for 15 minutes. After interacting with the
chatbot, participants completed the same loneliness scale in
addition to ratings of feeling heard (oe=0.96), measured
with three items (Roos et al. 2023; Zielinski and Veilleux
2018) such as “The chatbot put itself in my shoes,” and
chatbot performance (o« =0.84) measured with five items
(Borsci et al. 2022) such as “The chatbot was able to keep
track of context.” All items were measured with 100-point
scales, ranging from “strongly disagree” to “strongly
agree.” For all questions, see table S16 in the web appen-
dix. Next, participants completed the following compre-
hension checks: (1) “What was the topic of the questions
you were asked? [Options: ‘Loneliness’, ‘Joint pain’,
‘Nutritional advice’],” and (2) “What were you asked to
rate? [Options: ‘How you feel today/next month/next
year’].” Finally, participants answered a question about Al
capability, indicated any prior experience with chatbots,
and completed the demographic questions.

Chatbots in all conditions were the same, except for the
prompts with which they were seeded. Additionally, the
name of the chatbot differed across conditions: It was “Al
assistant” in the Al assistant and control conditions and
“Jessie” as before in the Al companion condition. In Al
assistant and control conditions, the chatbot’s writing noti-
fication was also shown as “Processing your request, please
wait,” instead of “Jessie is writing.” Each message bubble
also contained the text “Message generated by Al system”
at the lower left. Participants in the AI companion condi-
tion interacted with the same chatbot as in the previous
study (study 3). Those in the AI assistant condition inter-
acted with a generalist chatbot that was able to assist partic-
ipants with various topics without offering emotional
responses. The chatbot in this condition was prompted to
provide assistance without personal interaction, maintain
formal and precise language, and deliver concise, task-
focused responses (see web appendix for the full prompt).
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Participants in the control condition interacted with a rudi-
mentary chatbot, which was only able to assist with basic
grammar, unit conversion, and basic arithmetic. This chat-
bot was prompted to perform these limited tasks, decline
unrelated requests, and maintain concise, emotionless
responses (see web appendix for the full prompt).

Results

Following our preregistered analysis plan, we first ran
paired #-tests comparing loneliness before versus after the
experience and found that loneliness was significantly
lower after the experience in both Al companion (Mgefore
= 36.26 (SD=30.36); Mager = 27.53 (26.87); 1(491) =
10.61, p < .001, d=0.30) and Al assistant (Mpefore =
35.80 (29.86); M ager = 33.70 (29.2); 1(440) = 2.62, p =
.009, d=0.07) conditions but not in the control condition
(Mgetore = 36.58 (29.75); M aier = 37.09 (30.87); 1(447) =
—0.57, p = 571, d =—0.02; figure 4).

Second, we conducted a one-way ANOVA to test for dif-
ferences in loneliness reduction across the three conditions.
We found a significant effect of condition on loneliness
reduction (F(2, 1378) = 32.99, p < .001, T]2 = 0.05; fig-
ure 4). Next, we conducted post hoc pairwise comparisons
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using Tukey’s honestly significant difference (HSD) test.
Loneliness reduction in the Al companion condition was
significantly greater compared to both the Al assistant con-
dition (M ap Companion — 8.73 (18.25); Ma1 assistant = 2.10
(16.78); p < .001; 95% confidence interval [CI; 3.86—
9.41]) and the control condition (Ma1 Companion = 8.73
(18.25); Mconwor = —0.51 (19.04); p < .001; 95% CI
[6.47-12.01]). The difference in loneliness reduction
between the Al assistant condition and the control condi-
tion was only marginally significant (Ma1 assistant = 2.10
(16.78); Mconwor = —0.51 (19.04); p = .080; 95% CI
[0.24-5.45)).

Third, we conducted an ANOVA to test for differences
in feeling heard across conditions. We found a significant
effect (F (2, 1378) = 899.2, p < .001, 7]2 = 0.57). Post hoc
analyses found that feeling heard in the Al companion con-
dition was significantly greater compared to both the Al
assistant condition (Mar companion = 70.63 (22.83); My
Assistant = 24.85 (24.59); p < .001; 95% CI [42.31-49.24])
and the control condition (Mar companion = 70.63 (22.83);
Mconwor = 11.51 (19.93); p < .001; 95% CI [55.67—
62.57]). Feeling heard was also significantly higher in the
Al assistant condition compared to control (Mg assistant =
24.85 (24.59); Mconwor = 11.51 (19.93); p < .001; 95% CI
[9.80-16.89]).

Fourth, we conducted an ANOVA to test for differences
in performance across all three conditions and found a sig-
nificant effect of condition on performance (F(2, 1378) =
315, p < .001; n* = 0.31). Post hoc analyses found that
performance in the Al companion condition was signifi-
cantly greater compared to both the Al assistant condition
(M ax Companion — 82.25 (15.55); Mar Assistant = 68.92
(19.18); p < .001; 95% CI [10.41-16.25]) and the control
condition (MA] Companion — 82.25 (1555), MContro] = 51.17
(21.99); p < .001; 95% CT [28.17-33.99]). We also found
that performance was significantly higher in the Al assis-
tant condition compared to control (Ma1 aAssistant = 08.92
(19.18); Mconwor = 51.17 (21.99); p < .001; 95% CI
[14.76-20.73]).

Fifth, we ran a mediation model (PROCESS Model 4;
Hayes 2012) with Al companion/Al assistant/control as the
multicategorical IV, feeling heard and performance as
mediators, and loneliness reduction as the DV (figure 5).
We set the Al companion condition as the reference group
and compared it to the Al assistant condition (X;) and con-
trol conditions (X,; Montoya and Hayes 2017). We found
that feeling heard mediated the effect of loneliness reduc-
tion both relative to the Al assistant (b= —6.08, standard
error [SE]=1.22, 95% CI [-8.51 to —3.72]) and control
conditions (b=-7.86, SE=1.57, 95% CI [-10.97 to
—4.82]), indicating that the effect of loneliness reduction
was driven by feeling heard (figure 5), supporting hypothe-
sis 3a. As for performance, we found that performance
mediated the effect of loneliness reduction relative to both
the control condition (b=-1.16, SE=0.45, 95% CI
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FIGURE 5

MEDIATION DIAGRAM IN STUDY 4
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[-2.08 to —0.30]) and the AI assistant condition
(b=-2.70, SE=1.03, 95% CI [—4.76 to —0.73]), indicat-
ing that the reduction in loneliness for the Al companion
versus Al assistant and control conditions was influenced
by both feeling heard and performance. Notably, when
comparing feeling heard to performance in the control con-
dition, the coefficient for feeling heard (b= —7.86) was
more than six times larger than that for performance
(b=—1.16). Similarly, in the Al assistant condition, the
coefficient for feeling heard was more than twice as large
(b =—-6.08 vs. —2.70), suggesting that feeling heard played
a larger role than performance in both the control and Al
assistant conditions. Because multicategorical mediation
analysis does not allow statistically comparing mediators,
we ran two additional mediation models in which the Al
companion condition was compared to the Al assistant and
control conditions, respectively. Feeling heard was a signif-
icantly stronger mediator than performance in both com-
parisons: Al assistant (b=-3.20, SE=1.49, 95% CI
[—6.18 to —0.28]) and control (b =—-5.05, SE=1.54, 95%
CI [-8.10 to —2.09]), supporting hypothesis 3b.

Finally, we ran an exploratory serial mediation model
(PROCESS Model 6; Hayes 2012), wherein “feeling
heard” influences “performance,” which in turn affects
“loneliness reduction” (i.e., condition — feeling heard —
performance — loneliness reduction). We found a signifi-
cant indirect effect, both for the Al assistant (b= —1.69,
SE =0.65, 95% CI [—2.97 to —0.45]) and for control con-
ditions (b=—2.18, SE=0.83, 95% CI [-3.82 to —0.58]).
However, the indirect effect of the parallel model with feel-
ing heard as the mediator had an effect size that was sev-
eral times larger compared to this serial model (3.5 times
higher for Al assistant and 3.6 times higher for control).
This simpler model also fit significantly better compared to
the serial model for the control condition (b=-5.09,

SE =1.50, 95% CI [—8.07 to —2.20]), and it was not signif-
icantly different from the model for the Al assistant condi-
tion (b =—2.50, SE =1.64, 95% CI [-5.75 to 0.71]). Thus,
the results are consistent with “feeling heard” and
“performance”  independently  reducing loneliness.
Intuitively, it is feeling heard, rather than performance, that
directly predicts loneliness reduction. We also examined
discriminant validity between the two constructs using the
heterotrait—-monotrait (HTMT) ratio. The HTMT ratio com-
pares the average correlations between items of different
constructs to the average correlations between items within
the same construct, providing an estimate of discriminant
validity—that is, whether two constructs are empirically
distinct. The HTMT ratio between feeling heard and per-
formance was 0.69, well below the commonly accepted
thresholds of 0.85 or 0.90 (Henseler, Ringle, and Sarstedt
2015), indicating that the constructs are related but suffi-
ciently distinct.

STUDY 5

Study 5 tests whether Al companions reduce loneliness
more effectively than journaling. In pilot studies 1 and 2,
we found that journaling involves higher self-disclosure
and similar levels of distraction compared to Al compan-
ions and that watching YouTube videos involves higher
distraction (see web appendix for all details). Specifically,
in pilot study 1, participants either interacted with an Al
companion or engaged in a journaling task and then
answered self-disclosure questions (Cayanus and Martin
2004), such as “I shared personal thoughts, feelings, or
experiences during this interaction.” We found that journal-
ing produced significantly higher self-disclosure than inter-
acting with Al companions. In pilot study 2, participants
either watched YouTube videos, journaled, or interacted
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with the Al companion; they then responded to distraction
questions (Lopez et al. 2023), such as “During [the activ-
ity], I often found myself distracted by other thoughts.” We
found that journaling and Al companions did not differ on
distraction, whereas watching YouTube produced signifi-
cantly higher distraction.

Because Al companions reduced loneliness more than
watching YouTube videos in study 2, this already speaks
against distraction as an alternative mechanism. Study 5
further examines self-disclosure and distraction as alterna-
tive mechanisms (hypothesis 4) by comparing loneliness
alleviation between AI companions and journaling. We
also investigate whether the loneliness-alleviating benefits
of AI companions persist when anthropomorphic cues are
minimized (see web appendix for details). Finally, study 5
tests the robustness of the loneliness-alleviating benefits of
Al companions. The pre—post design that we used in stud-
ies 1-4 for the measurement of loneliness is the standard
approach to test the effect of interventions in the loneliness
literature because it affords more precise estimates of the
effect of interventions (by calibrating the effect at the indi-
vidual level) and because it enables assessing successful
randomization. However, this approach presents the risk of
reducing the external validity of the test by raising the sali-
ence of the loneliness construct before interacting with the
chatbot in a way that would not normally occur in natural-
istic situations. It is therefore possible that this feature of
the design contributed to the loneliness reduction docu-
mented in previous studies. To address this concern, we
measured loneliness only after the interaction and
embedded loneliness questions among decoy questions to
obscure the study’s purpose from participants.

Methods

This study was preregistered (https://aspredicted.org/
pfs9-t5q7.pdf). Based on the power analysis from a pilot
study, we recruited 2,228  participants  from
CloudResearch’s Connect (M, = 40.7, 57.6% female).
We aimed to hire 750 participants in each condition, and
participants were randomly assigned to one of three condi-
tions: Al companion, journaling, and control (i.e., the lim-
ited functionality chatbot from study 4). Prior experience
with chatbots was reported by 64.9% of participants. We
ran this experiment on December 18, 2024. All participants
were paid $3 USD. After the intervention, participants
answered loneliness items embedded among eight decoy
questions (e.g., about lighting, temperature, or confusion).
At the end of the survey, we asked them to type what they
thought the study was testing. See web appendix for more
details.

HTMT ratios below 0.46 indicated that the loneliness
measures were distinct from the decoy questions (Henseler
et al. 2015). Only 2% of participants suspected the study
was about loneliness, indicating that our decoy items
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successfully obscured the study’s purpose. We replicated
the analyses in the web appendix after excluding these par-
ticipants and found similar results.

Results

A one-way ANOVA revealed a significant effect of
condition on loneliness (F(2, 2225) = 36.92, p < .001).
Post hoc tests (Tukey’s HSD) indicated that loneliness was
significantly lower in the AI companion condition than
both the control condition (M1 companion = 21.84 (24.70);
Mconror = 30.71 (27.67); p < .001; 95% CI [5.44-12.29])
and the journaling condition (Mjoumaiing = 33.65 (30.92); p
< .001; 95% CI [8.46—15.16]). There was no significant
difference between the control condition and the journaling
condition (p = .109; 95% CI [-0.48 to 6.36]). These results
suggest that the benefit of Al companions extends beyond
self-disclosure and distraction (hypothesis 4). Web appen-
dix study S3 replicates this finding of lower loneliness for
Al companions in a design comparing Al companion ver-
sus control and no decoy questions.

GENERAL DISCUSSION

We considered whether apps that utilize Al to provide
consumers with synthetic companions can reduce loneli-
ness. Study 1 found correlational evidence that AI compan-
ions alleviate loneliness. Study 2 found that AI companions
successfully alleviate loneliness on par only with interact-
ing with another person, whereas watching YouTube vid-
eos or doing nothing do not. Furthermore, participants
underestimate the degree to which Al companions improve
their loneliness relative to their true feelings after interact-
ing with such Al Study 3 found that Al companions con-
sistently provided momentary reductions in loneliness after
use over the course of a week. The most significant reduc-
tion occurred on the first day, followed by stable decreases
in loneliness on subsequent days. This suggests that the ini-
tial interaction with the Al companion has a pronounced
impact, which quickly stabilizes over time as participants
acclimate to their AI companions. However, these effects
did not accumulate or persist in the absence of interaction.
That is, the intervention reliably provided short-term relief
but did not lead to a sustained lowering of loneliness across
the week. Study 4 provided evidence that feeling heard and
performance are significant mediators of the loneliness-
alleviating effects of Al companions, with feeling heard
exerting the greater influence in reducing loneliness. Study
5 demonstrated that AI companions reduce loneliness more
than journaling—an activity involving higher self-
disclosure (pilot study 1) and lower distraction (pilot study
2), even when participants do not know the study purpose
because loneliness is measured amid decoy items.
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Theoretical Contributions

We make several contributions. First, a number of
reviews on loneliness and mental health have noted the
need for evidence on new technological solutions (Shrum
et al. 2023; Veronese et al. 2021). In this space, most work
is correlational and qualitative (Maples et al. 2024; Ta
et al. 2020), and the one exception focused on an extreme
sample of older patients with serious mental illness during
the pandemic, using a highly rule-based chatbot (Chou
et al. 2024). We provide rigorous experimental evidence
using state-of-the-art LLM-based Al companions to cau-
sally isolate the effectiveness of Al companions in reducing
loneliness compared to other technological solutions and
control conditions.

Although classic theories of social support (Baumeister
and Leary 2017) emphasize the role of human relationships
in satisfying the need for connection, our findings suggest
that even brief, synthetic interactions can provide emo-
tional relief. Whereas it is true that people have tradition-
ally satisfied their need to belong by forming and
sustaining social bonds with other humans, our results sug-
gest that Al companions—despite lacking various traits of
human beings—can provide benefits characteristics of
social bonds as well. However, it is important to clarify
that the effects observed in our studies are momentary in
nature. That is, Al companions consistently alleviated lone-
liness immediately after each interaction, but we did not
observe evidence that these reductions persisted over time
before the interaction with the Al companion. These find-
ings highlight the distinction between temporary emotional
relief and lasting changes in baseline loneliness, suggesting
that Al companions may offer acute support rather than
enduring transformation.

Second, we contribute to understanding which features of
chatbots lead to alleviation of loneliness (Merrill Jr. et al.
2022) by leveraging insights from psychological studies
(Itzchakov et al. 2023; Kahlon et al. 2021; Myers 2000; Reis
et al. 2017) and a growing literature in human—computer
interaction on the role of “feeling heard” on relationships
with chatbots (Boucher et al. 2021; De Gennaro et al. 2020;
Leite et al. 2013). Although prior research has shown that
consumers feel heard when companies engage with them in
brand communities—enhancing brand trust (Bang et al.
2018)—there has been no work examining the effect of feel-
ing heard by products themselves, such as Al companions.
We find that using prompting to ensure that the AI is
friendly and caring improves the sense that users feel heard,
relative to general assistants without these capabilities, and
that feeling heard explains levels of loneliness reduction.

Third, we contribute to previous findings showing peo-
ple underestimate how much they enjoy socially interacting
with other human strangers (Epley and Schroeder 2014;
Kardas et al. 2022). We find that people also make a simi-
lar forecasting error about their interactions with Al
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Practical Implications

Many Al companions available on the market advertise
loneliness alleviation as a value proposition, but to the best
of our knowledge, our studies are the first to rigorously and
causally assess whether this is the case. This finding is not
only relevant to Al companion apps but also mental health
apps that are increasingly incorporating “talk therapy” as
part of their offerings. As shown in study 4, even Al assis-
tants may alleviate loneliness to an extent. Finally, the
results document the benefits of building “generalist”
LLM-based chatbots with empathic features designed to
make consumers feel heard. For example, Inflection Al’s
Pi was a chatbot explicitly designed to be, and marketed as
being, a friendly conversationalist. From a societal point of
view, the promising results found here suggest that Al
companions could be a scalable tool for loneliness reduc-
tion against the backdrop of a severe loneliness crisis.
Whether chatbots can help reduce loneliness has recently
been the object of intense debate (Marriott and Pitardi
2024), and rigorous empirical evidence in this area was
sorely needed. In a series of tightly controlled and high-
powered experimental studies, we find compelling evi-
dence that Al companions can indeed reduce momentary
feelings of loneliness, at least at the time scales of a day
and a week. These descriptive results pave the way for
future consumer research on this topic.

Although our findings demonstrate that AI companions
can provide reductions in loneliness, we caution against
interpreting these effects as evidence of long-term psycho-
logical improvement. Our studies examined whether
repeated use of Al companions over the course of a week
leads to lasting improvements in loneliness and found no
evidence that reductions persist beyond the immediate
interaction. Although our research is motivated by the pub-
lic health significance of loneliness, it is not intended to
inform clinical recommendations. We do not suggest that
Al companions can or should replace human relationships
or professional mental health care. Future research is
needed to explore how Al companions might be integrated
responsibly into broader ecosystems of support without
undermining users’ social development.

Potential Moderating Factors

Is the loneliness reduction effect moderated by partici-
pants initial loneliness levels? We explored this question
across studies 2—4, finding that those with higher baseline
loneliness experienced significantly greater reductions in
loneliness after interacting with the Al companion in all
studies (figure 6; for linear regression results, see
“Loneliness Reduction and Baseline Loneliness Levels”
sections in the web appendix). This pattern aligns with the
social buffer hypothesis (Cohen and Wills 1985), which
posits that individuals with limited social support derive
greater  benefits  from  supportive  interventions.
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FIGURE 6

EFFECT SIZE VERSUS BASELINE LONELINESS THRESHOLD ACROSS STUDIES 3 AND 4
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NOTE.—The x-axis depicts different baseline loneliness thresholds; for each threshold, we included participants whose initial (i.e., before interaction) loneliness score was above
that value. The y-axis indicates the effect size for the comparison of loneliness before versus after interaction. Thresholds were included only if both groups (pre- and postinterac-
tion) contained at least 10 participants to ensure reliable effect size calculations. In study 4, we only included participants in the Al companion condition. Although the direction of
the effect in study 2 was consistent with these findings, we do not report that analysis in figure 6 due to smaller cell sizes in that study.

Although our findings suggest that AI companions alleviate
loneliness, the heightened impact on lonelier individuals
could also raise concerns about further isolating them from
human interaction. There is a potential risk that long-term
reliance on Al companions may create unwanted depend-
encies, which could be harmful for users (Valenzuela et al.
2024). Such dependencies might lead individuals to substi-
tute human relationships with Al interactions, exacerbating
social isolation. Whether these apps have long-term effects
on loneliness and mental health is an open question.
Another potential moderator is views about chatbots as
well as anticipated social stigma from using them, as sug-
gested by our misprediction results. Like other mental
health issues (Henderson et al. 2014), loneliness is difficult
to admit publicly, and alleviating loneliness with the use of
Al might compound the shame one feels in admitting it.
These anticipated social exclusion aftereffects of using an
Al companion could potentially limit the efficacy of Al
companions by reducing willingness to engage fully with
the app, moderating its potential to alleviate loneliness. It
could also moderate loneliness reduction by limiting uti-
lization of Al companions in the first place, suggesting that

loneliness alleviation is unrealized unless these adoption
barriers are overcome.

Beyond social stigma, recent research also suggests that
people’s beliefs about chatbots may play a role. One study
finds that people generally prefer to not use AI companions
for relationship purposes because they view it as incapable
of mutual caring (De Freitas et al. 2024a). The antecedents
of this belief are the views that Al companions are incapa-
ble of understanding and feeling empathy. It is possible
that similar stereotypes drive the misprediction results
observed in the current studies.

Limitations and Future Research

Beyond questions about moderating factors, future
research should also explore further which features of chat-
bots lead consumers to feel heard and, more broadly, what
other psychological processes might contribute to loneliness
alleviation. Ultimately, feeling heard might reduce loneli-
ness because people have an innate “need to belong” in a
group or community given that such belonging increases our
chances of survival and success as a species (Baumeister
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and Leary 2017). Another area for future research is to
explore the specific conversational elements that drive lone-
liness reduction in interactions with Al companions.
Although study 3 found that a greater number of conversa-
tional turns is associated with greater reductions in loneli-
ness, it remains unclear which features within these turns
contribute most to these effects. Finally, our studies were
conducted within a specific cultural context (the United
States), which may influence perceptions and effectiveness
of AI companions. The generalizability of these findings
across different cultures warrants further investigation.

DATA COLLECTION STATEMENT

The data for study 1 were collected from publicly avail-
able user reviews on the App Store. The third author scraped
the data on January 24, 2024, for all apps except ChatGPT,
which was scraped on February 4, 2024, and Wysa, which
was scraped on November 27, 2024. The third author col-
lected the data for study 2 from MTurk between April 5,
2023, and April 7, 2023. The third author collected the data
for study 3 from CloudResearch Connect between April 9,
2024, and April 15, 2024. The third author collected the
data for study 4 from CloudResearch Connect on May 16,
2024. The third author collected the data for study 5 from
CloudResearch Connect on December 18, 2024. The first
three authors jointly analyzed the data in all studies. All data
are currently stored in a project directory on the Open
Science Framework: https://osf.io/hf9xe/.
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